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In today’s world, much information is available online and offline. There are
hundreds of articles on a single topic with a lot of data. It isn’t easy to extract
helpful information manually. Automatic text summarization systems have been
developed to solve this problem. Text summarization takes valuable information
from large documents and puts it in short summaries. There are two ways to
generate summaries: extractive summarization and abstractive summarization.
Only relevant sentences are extracted from the original document using the
extractive technique. Abstractive summarization involves interpreting the original
text before generating the summary. A lot of research on extractive summarization.
However, analysis in abstractive summary in the Urdu language has not been
studied well so far. Urdu is a dynamic language in terms of literary sources and
requires serious research efforts to generate abstractive summaries. So, we propose
an abstractive summarization method for Urdu text using the Urdu Fake News
dataset and pre-trained models. For analysis, Urdu Fake News dataset is used
containing text data for summarization and to serve this purpose we provide four
summarization systems: one based on BART, another on T5, the third on GPT-2,
and a fourth on EGPT-2. We employ a pre-trained model designed explicitly for
Urdu to perform the summarization task. This study intends to enhance Urdu text
summarization by identifying inefficient heads and then removing them entirely
from the model. We evaluated our suggested abstractive summarization model
using the Rouge Score and found that it improved accuracy and produced more
natural, cohesive summaries.
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INTRODUCTION

The growing volume of online text, such as news and scholarly articles, has increased the

demand for automatic summarization over the past two decades [1]. With vast amounts of text

requiring processing, machines are essential for summarizing content efficiently. While text

summarization has been extensively studied for languages like English, Urdu has received less

attention due to its grammatical and morphological complexity, posing significant challenges

for Natural Language Processing (NLP) [2].

Text summarization reduces lengthy documents into concise summaries while

preserving key information and meaning [3], saving time in analyzing documents like research

papers. It is categorized into extractive and abstractive methods. Urdu, an Indo-Aryan

language spoken by over 100 million people globally, serves as the national language of

Pakistan [5-8]. Influenced by Arabic, Persian, and Sanskrit, Urdu's 38-character alphabet and

complex syntax make summarization challenging [4]. Its unique vocabulary and morphology

further complicate NLP tasks. Current Urdu summarization systems often combine extractive

techniques (e.g., word frequency, TF-IDF) with abstractive approaches, using models like

BERT to refine outputs [10]. However, abstractive summarization remains particularly

challenging [11], highlighting the need for dedicated systems tailored to Urdu [12].

This paper proposes an abstractive summarization method for Urdu using the Urdu

Fake News dataset and pre-trained models. We implemented three systems based on BART,

T5, and GPT-2, employing a pre-trained Urdu-specific model for summarization. Our approach

identifies and removes inefficient attention heads to enhance performance. Evaluated using

ROUGE scores, the model demonstrated improved accuracy and produced more cohesive

summaries. Limitations include challenges with ambiguous or informal language and the

scarcity of annotated Urdu corpora, which may limit generalizability across topics or dialects.

Despite these constraints, this research contributes to the sparse literature on Urdu NLP,

addressing a critical gap in automated summarization. It lays the groundwork for advanced

applications like real-time summarization tools, chatbots, and educational resources. Future

work will focus on expanding datasets, exploring diverse models, and testing new architectures

to further improve Urdu abstractive summarization [45].

The subsequent sections of this paper are organized as follows: Section 2 reviews

existing literature on abstractive text summarization, emphasizing foundational methodologies

and gaps in Urdu-language research. Section 3 outlines the architecture and workflow of the
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proposed Urdu abstractive summarization system, including data preprocessing, model design,

and training protocols. Section 4 discusses the evaluation framework, detailing performance

metrics and validation methodologies. Section 5 presents implementation tools, experimental

results, and comparative analyses through quantitative tables and graphical visualizations.

Finally, Section 6 concludes the study by synthesizing key findings, addressing limitations, and

proposing future directions for advancing Urdu NLP summarization systems.

LITERATURE REVIEW

In this section we review technical background and state-of-the-art advancements in automatic

summarization. In [23], a project categorized social media posts into topics like 'politics' and

'sports' using multilingual BERT on Arabic datasets from news networks. Data was collected

from Twitter, Facebook, and other platforms, covering both Modern Standard and colloquial

Arabic. The model was trained on various datasets, including social media posts, web articles,

and Twitter data, achieving high accuracy.

Researchers have developed techniques for abstractive text summarization (ATS) using

key corpora. In [24], a convolutional encoder with attention was proposed for sentence-level

summarization, tested on DUC-2004 and Gigaword, achieving ROUGE-1 = 31.0, ROUGE-2 =

12.6, and ROUGE-L = 28.3 on Gigaword. In [25], convolutional RNN and LSTM encoder-

decoder models were applied to Gigaword and DUC-2004. A recurrent attention model

outperformed LSTM on Gigaword, with ROUGE-1 = 33.7, ROUGE-2 = 15.9, and ROUGE-L

= 31.1. In [26], a copy mechanism in sequence-to-sequence RNN addressed out-of-vocabulary

issues on LCSTS, replicating input segments in outputs. Tested at word and character levels,

the best results on the word level were ROUGE-1 = 35.0, ROUGE-2 = 22.3, and ROUGE-L =

32.0.

In [27], a pointer-generator coverage model avoided repetition by preserving attention

history, applied to CNN/Daily Mail. The model achieved ROUGE-1 = 39.5, ROUGE-2 = 17.2,

and ROUGE-L = 36.3. In [28], a content selection method with attention models improved

word choice for summaries. Applied to CNN/Daily Mail and NYT, the bottom-up approach

achieved ROUGE-1 = 41.2, ROUGE-2 = 18.6, and ROUGE-L = 38.3. In [29], a global

encoding model eliminated recurrence, retaining semantically relevant information. Applied to

LCSTS and Gigaword, it achieved ROUGE-1 = 39.4, ROUGE-2 = 26.9, and ROUGE-L = 36.5

on LCSTS.

In [30], the authors introduced adding decoder input words into the attention mechanism for
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the first time when calculating attention vectors to improve abstractive summaries. The

attention mechanism proposed in this work also incorporates semantic and contextual

similarities. The authors applied the proposed attention mechanism along with other baseline

techniques on the CNN/Daily Mail [4] and Gigaword [12] corpora. The best results were

obtained from the proposed attention mechanism on Gigaword corpus with ROUGE-1 = 38.2,

ROUGE-2 = 16.4 and ROUGE-L = 36.0.

In [31], the authors address factual consistency in abstractive summaries by filtering

training data and applying transfer learning models like BERT and Pegasus on Newsroom,

Xsum, and CNN/Daily Mail corpora. The best ROUGE scores were achieved using BERT on

Xsum: ROUGE-1 = 45.6, ROUGE-2 = 22.5, ROUGE-L = 37.2. In [32], the authors improve

summary quality by decomposing the decoder to extract key sentences and refining abstractive

summaries with language models. Using reinforcement learning on the CNN/Daily Mail

corpus, they achieved ROUGE-1 = 40.1, ROUGE-2 = 17.3, and ROUGE-L = 37.5.

To address the need for efficient summarization of multimodal social media content in

low-resource languages, [39] introduced UrduMASD, the first multimodal abstractive

summarization dataset for Urdu, featuring 15,374 videos with audio, titles, transcripts, and

human-written summaries. Quality assessments using metrics like Abstractive and

Compression showed superior performance over existing datasets. Baseline experiments

demonstrated a 2.6% ROUGE score improvement when incorporating visual features,

highlighting the importance of multimodal inputs for advancing Urdu NLP. In [44] [40], an

encoder-decoder architecture was proposed for text generation tasks. The encoder converts

input sequences into context vectors, while the decoder generates outputs using embedding and

LSTM layers. A dense layer with SoftMax produces vocabulary-based probabilities. For Urdu

summarization, the authors combined SVM classifiers with TF-IDF scoring to rank sentences,

demonstrating the effectiveness of integrating statistical and neural methods.

In [41], the authors addressed abstractive summarization for Roman Urdu (RU), a low-

resource language used in social media. They created a Roman Urdu corpus by transliterating

data from two Urdu summarization datasets. Baseline tests using BERT and T5 transformer

models showed that T5 outperformed BERT in generating abstractive summaries. The study

highlights the potential of transformer models for Roman Urdu summarization and calls for

further research in this areaThis template, modified in MS Word 2007 and saved as a “Word

97-2003 Document” for the PC, provides authors with most of the formatting specifications
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needed for preparing electronic versions of their papers.

PROPOSED METHODOLOGY

In this section detailed implementations of proposed model is discussed.

TRANSFORMER MODELS

The Transformer architecture, initially designed for natural language processing (NLP) tasks

[24], has been successfully applied to domains like image generation and reinforcement

learning. It leverages self-attention to extract significant features from input sequences by

focusing on different parts of the sequence. The self-attention mechanism computes a weighted

sum of sequence elements based on their similarity, with weights determined by this similarity

[43] [25]. The Transformer consists of encoders and decoders, each comprising multiple self-

attention layers and feedforward neural networks [42] [33]. The encoder generates semantic

representations of the input sequence, while the decoder predicts subsequent elements in the

sequence based on previously generated ones. During decoding, an attention mechanism

connects the encoder and decoder, allowing the decoder to focus on specific parts of the

encoded input by computing a weighted sum of encoded representations based on similarity, as

illustrated in Fig. 1. Transformers have revolutionized NLP, excelling in tasks like language

modeling, machine translation, and text categorization [26]

EFFICIENT GPT-2 SUMMARIZER MODEL

Our objective is to enhance the precision of abstractive Urdu text summarization using the

Efficient GPT-2 Summarizer model. In natural language processing (NLP), Efficient GPT-2 is

considered one of the most reliable pre-trained transformer models due to its adaptability and

robustness. By applying this model to cleaned and preprocessed data, we aim to generate more

accurate and coherent summaries, improving the overall quality of the summarization process.

We focus on identifying ineffective attention heads to enhance the Efficient GPT-2 Summarizer

model's performance in abstractive Urdu text summarization. These attention heads play a

critical role in extracting key information during the summarization process. By analyzing

their attention weights and distribution, we can determine whether they contribute

meaningfully to the overall representation or are largely redundant. This analysis helps us

prioritize or deprioritize specific attention heads, improving the quality of the generated

summaries. We analyze the attention heads and then provide a method for deleting the

ineffective ones from the Efficient GPT-2 Summarizer model. To improve the model's

efficiency, we may get rid of the attention heads that do not substantially contribute to the
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summarizing work. In order to improve the quality of the generated summaries, the model's

architecture is refined, and the remaining attention heads are optimized. Algorithm for EGPT

is presented as:

PREPARING THE DATA: Gather an archive of Urdu text documents and their summaries

for use in text analytics. Tokenize the text and encode the summaries as a first step in

processing the data. This is an important stage since it sets the stage for subsequent processing

of the data.

TRAINING FOR THE EGPT-2 SUMMARIZER MODEL: Use the cleaned-up Urdu text

dataset to train an Efficient GPT-2 Summarizer model. The model is trained to provide

abstract but cohesive summaries of the source material.

IMPORTANCE OF THE ATTENTION HEAD EVALUATION: Optimize Efficient GPT-

2 Summarizer model for text summarizing based on its learned data. Compare the model's

results with both sets of attention heads and conclude which is more beneficial. Evaluate the

effect of eliminating each attention head using applicable assessment criteria like ROUGE [34]

scores or other suitable metrics.

SET A THRESHOLD AND RANK ATTENTION HEADS: Set a threshold to determine

the minimum importance required for attention heads to be retained. Rank the attention heads

based on their importance, from most important to least.

REMOVE INEFFICIENT ATTENTION HEADS REMOVE: Attention heads that fall

below the importance threshold. Adjust the model architecture and attention mechanisms to

ensure the remaining attention heads adequately capture the relevant information for text

RETRAIN AND EVALUATE THE PRUNED MODEL: Retrain the updated Efficient

GPT-2 Summarizer model using the preprocessed Urdu text dataset. Evaluate the pruned

model's performance in generating abstractive summaries using appropriate evaluation metrics

such as ROUGE scores or other relevant metrics. Evaluate how removing ineffective attention

heads affected model performance by comparing the trimmed and unpruned versions

DATASET

The Urdu fake news dataset [35] is a collection of news articles in the Urdu language that

have been labeled as either "real" or "fake" news. This dataset is available on Hugging Face, a

popular platform for sharing and discovering datasets for natural language processing (NLP)

tasks. The dataset contains 12,000 news articles, with 6,000 labeled as real news and 6,000

labeled as fake news. Detailed statistics of dataset is illustrated in Table.1. The dataset
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comprises news articles from six distinct categories: technology, education, business, sports,

politics, and entertainment. The authentic news articles were gathered from various reputable

mainstream news platforms in Pakistan, India, the UK, and the USA [36]. Some of the sources

include BBC Urdu News [37], CNN Urdu [38], Express-News, Jung News, and several other

trusted news websites.

TABLE I. STATICTICS OF DATASET

Category Real News Fake News Total Articles % of Overall

Articles

Politics 1,800 1,800 3,600 30%

Business 1,200 1,200 2,400 20%

Technology 900 900 1,800 15%

Sports 900 900 1,800 15%

Education 600 600 1,200 10%

Entertainment 600 600 1,200 10%

Total 6,000 6,000 12,000 100%

DATA PREPROCESSING

Tokenization: Tokenization is the first step in preprocessing, which breaks the document into

smaller paragraphs, sentences, and words. The text must then be cleared of stop words to

prevent repetition. Next, stemming is performed to convert derived words back into their

stems. The lemmatization of text is also an essential step in text preprocessing. To understand

what a word means, you need to know its context as shown in Fig. 1. The Urdu language

typically separates words with spaces, so this step may involve splitting the text at every space.

Stop word removal: Stop words are common words with little meaning that can be

safely removed from texts without losing important information. As shown in Fig. 2(b).

SENTENCE SEGMENTATION: Sentence segmentation is the process of breaking down a

text into its individual sentences. Many natural language processing applications, including

sentiment analysis, text classification, and machine translation, depend on the segmentation of

Urdu text. Usually, a period (. ), a question mark (?), or an exclamation point (!) separates two

Urdu sentences. However, it's vital to keep in mind that these punctuation marks can also be

used within sentences (for instance, in acronyms and quoted text).
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Fig. 1. URDU TEXT PREPROCESSING ASPECTS.

Fig. 2. (A) SENTENCE TOKENIZATION. (B) SENTENCEWITH ANDWITHOUT

STOP-WORDS

STEMMING: a Language Processing Method Called Stemming Breaks Down Words To

Their Root Or Fundamental Form. As Shown In Fig. 3.

Fig. 3. stemming OF URDU TEXT.

LEMMATIZATION: The process of lemmatization reduces words to their most basic unit,

known as the lemma. Lemmatization identifies the base word of a given word by removing

inflectional or derivational suffixes.

ENVIRONMENTAL SETTINGS

Experiments took place within a system that used Ubuntu 20.04 LTS as its operating system

and contained an Intel Core i7-9700K CPU operating at 3.6 GHz with 8 cores together with 32

GB of DDR4 RAM to provide sufficient capacity for deep learning operations. The project used

an NVIDIA RTX 2080Ti GPU along with 11 GB of GDDR6 VRAM as the model accelerator

alongside a 1 TB SSD for storing dataset files and model checkpoint information. Our project

processed through Python 3.8 while using PyTorch 1.9.0 as the deep learning framework

together with important NLP libraries Hugging Face Transformers and Datasets which

operated with SentencePiece for multilingual tokenization. To maintain systems compatibility

the project used Python’s venv and Docker containerization to create separate development

environments..
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PERFORMANCE EVALUATION

ROUGE (Recall-Oriented Understudy for Gisting Evaluation) is a set of metrics used to

evaluate the quality of generated summaries by comparing them to human-created "golden

reference" summaries. It measures overlap using word pairs, sequences, and n-grams. Common

ROUGE metrics include: ROUGE-N measures overlap of N-grams (e.g., unigrams, bigrams)

between system and reference summaries. ROUGE-L captures the longest common word

sequence using the Longest Common Subsequence (LCS) algorithm. ROUGE-S evaluates skip-

bigrams, allowing gaps between words in a sequence. ROUGE-SU combines ROUGE-S and

ROUGE-L as a weighted average. Most studies focus on ROUGE-1, ROUGE-2, and ROUGE-

L to assess summary quality in terms of informativeness, coherence, and fluency [19]. In this

research, we evaluate the improved Efficient GPT-2 Summarizer model for abstractive Urdu

text summarization using these metrics. The model is rigorously tested on a dataset to

determine its ability to generate informative and coherent summaries. Progress achieved by

eliminating ineffective attention heads is measured against established benchmarks. Results

from three summarizers are compared using ROUGE scores to quantify performance

improvements. The AutoTokenizer class from the transformers library initializes the tokenizer,

loading pre-trained BART tokenizer weights using the from_pretrained method. This

tokenizer, trained on a large text corpus using Byte Pair Encoding (BPE), tokenizes new input

text before passing it to the model. The AutoModelForSeq2SeqLM class initializes the pre-

trained BART model, designed for sequence-to-sequence tasks like summarization and

translation. Pre-trained weights are loaded from the "facebook/bart-base" checkpoint. The

BART model encodes input text using an autoencoder architecture and decodes it to generate

summaries. We analyzed 50 Urdu news articles, generating summaries with the BART model.

To visualize performance, we plotted a graph (Fig. 6) with two lines: a blue line representing

original summaries and a brown line for BART-generated summaries. Comparing these lines

helps assess the model's accuracy.

RESULTS AND DISCUSSIONS

We summarize the results from three summarizers, comparing their outputs using ROUGE

metrics. The AutoTokenizer class from the transformers library initializes the tokenizer, with

pre-trained BART tokenizer weights loaded using the from pretrained method. This tokenizer,

trained on a large corpus using Byte Pair Encoding (BPE), tokenizes input text before model

processing. The AutoModelForSeq2SeqLM class initializes the pre-trained BART model,
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designed for sequence-to-sequence tasks like summarization and translation. Pre-trained

weights are loaded from the "facebook/bart-base" checkpoint. Using an autoencoder

architecture, the BART model encodes input text and decodes it to generate summaries. We

analyzed 50 Urdu news articles, generating summaries with the BART model. Results were

visualized in Fig. 4, with a blue line representing original summaries and a brown line for

BART-generated summaries. Comparing these lines assesses model accuracy. Additionally, the

AutoTokenizer class initializes a tokenizer for the mT5 model, loading pre-trained weights

from the csebuetnlp/mT5_multilingual_XLSum checkpoint. SentencePiece, a sub-word

tokenization algorithm, tokenizes new input text using this pre-trained tokenizer, which is

trained on a large multilingual corpus.

Fig. 4. BART ANALYSIS ON ABSTRACTIVE SUMMARIZATION.

After creating the tokenizer object, new input text can be tokenized before being passed to the

model. The pre-trained mT5 model, trained on a large corpus using an autoencoder

architecture, encodes input text and decodes its representation to generate summaries. This

enables it to produce summaries for any new input text. We evaluated the T5 model's

performance by summarizing 50 Urdu news articles. The results were visualized in a graph in

Fig. 5, where the blue line represents the original summaries and the brown line represents the

T5-generated summaries. By comparing these lines, the graph provides insights into the T5

model's summarization accuracy and performance

Fig. 5. T5 RESULT ANALYSIS ON ABSTRACTIVE SUMMARIZATION
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We analyzed 50 Urdu news articles and used the GPT-2 model to generate summaries for each.

To visualize the results, The graph illustrated in Fig. 6 with two lines: a blue line representing

the original summaries and a brown line for the GPT-2-generated summaries. This graph

illustrates the model's summarization performance for Urdu news articles. By comparing the

blue and brown lines, we can easily assess the accuracy and quality of the generated summaries

We evaluate the improved Efficient GPT-2 Summarizer model for abstractive Urdu text

summarization using established metrics like coherence, informativeness, and fluency. The

model undergoes rigorous testing on a dataset to assess its ability to generate reliable and

informative summaries. Progress achieved by eliminating ineffective attention heads is

measured against benchmarks.

Fig. 6. GPT-2 ANALYSIS ON ABSTRACTIVE SUMMARIZATION

To validate our approach, we compare the model's performance with conventional abstractive

summarization methods across diverse datasets and scenarios. This evaluation demonstrates

the model's efficacy, flexibility, and superiority. Additionally, we analyzed 50 Urdu news

articles, generating summaries using the BART model. Results were visualized in Fig. 7, with a

blue line representing original summaries and a brown line for BART-generated summaries.

Comparing these lines provides insights into the model's accuracy and summarization

performance. These findings highlight the potential of our Transformer-based approach for

abstractive Urdu text summarization
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Fig. 7. EFFICIENT GPT-2 SUMMARIZER ON ABSTRACTIVE SUMMARIZATION

COMPARATIVE ANALYSIS

In this section, we are going to evaluate the summaries resulting from our text summarizers

using the metric ROUGE and its variants. We are interested only in the stat F-measure for

three metrics which are ROUGE-1, ROUGE-2, and ROUGE-L. The Fig. 9(a) illustrates the

original paragraph to be summarized, Fig. 9(b) illustrate the summaries generated by BART

model, Fig. 9(c) illustrates the summaries generated by T5, Fig. 9(d) illustrates the summaries

generated by GPT and finally Fig. 9(e) illustrates the summaries generated by our proposed

model EGPT. This ensure the efficiency and preserveness of actual meaning of the original text

is evaluated by each proposed model.

The Table. 2 presents the ROUGE scores for three different summarization models:

GPT-2, T5, BART, and EGPT-2. Comparing the models based on their ROUGE scores, we

can observe that EGPT-2 achieves the highest scores across all metrics (ROUGE-1, ROUGE-2,

and ROUGE-L) for all three summaries. This indicates that EGPT-2 performs exceptionally

well in capturing the essence of the original text and generating high-quality summaries.

Among the other models, GPT-2 also demonstrates relatively high ROUGE scores, especially

for Summary 1. T5 and BART, on the other hand, exhibit lower ROUGE scores compared to

EGPT-2 and GPT-2 as illustrated in Fig. 8. It can be inferred that EGPT-2 yields the best

results among the evaluated models in terms of summarization quality.

The research aimed to enhance automatic text summarization for Urdu, addressing the

growing need for efficient summarization methods. While extractive summarization is well-

studied, this study focused on abstractive summarization, leveraging the Urdu Fake News

dataset and pre-trained models. Among the tested models—BART, T5, GPT-2, and EGPT-

2—EGPT-2 achieved the highest ROUGE score (0.9694). By optimizing model components,
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the study improved summary accuracy and coherence. The findings highlight the significance

of abstractive summarization for Urdu and similar languages. Future work includes expanding

datasets and exploring advanced models like mBERT to further enhance summarization quality.

TABLE II. ROUGE SCORES FOR DIFFERENT MODELS

MODELS ROUGE-1 ROUGE-2 ROUGE-L

GPT-2

0.9494 0.9518 0.9494

0.8116 0.7564 0.8116

0.8749 0.787 0.8749

T5

0.2172 0.0982 0.1647

0.4999 0.3583 0.4999

0.4873 0.2999 0.3865

BART

0.3146 0.1929 0.3146

0.3711 0.2033 0.3711

0.2075 0.0133 0.1886

EGPT

0.9894 0.9718 0.9694

0.9216 0.9064 0.9016

0.9549 0.957 0.9149

Fig. 8. ROUGE SCORES OF PROPOSED MODELS
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Fig. 9. ILLUSTRATES THE DIFFERENCE SUMMARIES GENERATED BY MODELS
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