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These days, the Internet of Things (IoT) makes it possible for millions of smart
devices and sensors from everywhere to be interconnected and for distributed
applications and services to touch all aspects of our lives. IoT has a strong impact
on our economy and daily lives, attracting cyber criminals which is why
cybersecurity is so important to its ecosystem. Research in cybersecurity has gone
on for decades, but because of large-scale IoT devices and new challenges, those
old methods are often ineffective. Advances in deep learning can help address IoT
intrusions by spotting out of the ordinary behaviors and detecting attacks that
have never been seen before. The adoption of the Internet of Things (IoT) in smart
manufacturing has recently seen a boost in economic and technological
Advancement. As many network attacks have revealed how much detection
matters for secure cyberspace. A data preprocessing step and a deep learning
model are included in our novel system for identifying network attacks. We have
developed a deep learning model, whose structures are based on CNN mechanisms.
An evaluation of the model was done to see how they performed in detecting
threats on the NSL-KDD dataset. Finding out about cyber security weaknesses
within IoT devices before cybercriminals take advantage of them is increasingly
difficult, but it is the main technology to secure these devices from attacks. The
purpose of the research is to review the tools used for recognizing IoT
vulnerabilities, using machine learning techniques with the datasets IoT. During
the study, possible flaws in IoT architectures are highlighted on every layer, along
with a description of how machine learning helps detect such flaws. An approach
for finding and handling vulnerabilities in IoT using machine learning was first
proposed and then a recap of recent studies is presented. The approach performs
better than other DL- systems that use the NSL-KDD dataset. The accuracy was
81.2%, Recall was 96.30% and the system earned a Precision of 88%. It successfully
counters all types of Active, passive, DoS, and DDoS attacks.
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INTRODUCTION

Due to quick progress in Internet technology, the frequency of network attacks has gone up,

leading people to pay more attention to network security [1]. Most cyber attacks aim to

interfere with or take valuable data. Network attacks are further grouped as active attacks and

passive attacks. In active attacks, the system may be compromised or unavailable, but in passive

attacks, details about its features are retrieved from scanning its open ports and weaknesses

[2–4]. They act as a defense by seeing all the events on a network, analyzing traffic and

keeping computer systems secure [5]. In [6] initial intrusion detection system has led to many

approaches being used in this area. It has recently been found that mainstream IDSs mostly

consist of two separate parts. In the beginning, you will process the data by performing feature

engineering and mitigating data imbalances. The second section is about constructing

classifiers. By comparison, intrusion detection must respond to two specific scenarios. In the

first example, network changes can be analyzed with regression-based methods for detecting

and preventing intrusions. As an example, both network history and intrusion data can be put

to use when training to develop models for anticipating variations in network parameters, for

example, the k-barrier value (as in [7-9]). When network data is observed live and compared to

what was predicted, any unauthorized actions can be identified promptly and appropriate

responses such as cutting off abnormal traffic or notifying system staff can be made. Machine

learning is mainly applied for classifying intrusions in the second situation [10]. For intrusion

classification, a model is developed by using known intrusion cases, allowing the model to

group incoming data into separate categories, etc. Figure 1 represents the Generalized IoT

vulnerabilities in Networks.

FIGURE 1: GENERALIZED IOT VULNERABILITIES IN NETWORKS [11]
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Here you will learn about the components that carry the data over a network. They matter a lot

in data collection systems. Most data collection methods in today’s networks rely on packets,

flows and logs. Also, the controllers in Software Defined Network (SDN) are useful network

components that play a role in data collection [12, 13]. Sent test packets are used in active

packet testing to actively gather information about a network while its usual traffic is also sent.

They offer a way to check the performance of your network. We use the response of the

network to these packets to understand how smoothly the network is operating [14-17]. What

makes this method useful is that it is simple to control. Simple active probing methods such as

“Trace out” and “ping” can be applied without having to work with the target system. However,

the most typical active approaches depend on many network management protocols and these

are discussed below. Most often, packet-based systems use sniffers under central control to

collect data from computer networks. The best-known packet capture tools Wire Shark and

TCP Dump work by sniffing packets. Most of the time, a packet will be received only by a

Network Interface Card (NIC) if its destination Media Access Control (MAC) address is the

same as the MAC address of the host attached to the NIC [18-23].

MACHINE LEARNING TECHNIQUES IN DETECTING ATTACKS IN THE IOT

HARDWARE LAYER

In recent days, many researchers have turned their focus to how ML and DL can be applied to

detect and prevent intrusions. Several recent papers [24-27] studied agricultural IoT security,

proposing a federated-based system for detecting attacks. The potential of discovering

vulnerabilities automatically becomes clear when we consider that machine learning and deep

learning can recognize patterns, learn from these, and react to new developments [28, 29].

Figure 2 represents the Numerous IoT Themes based on Machine Learning Techniques.

Prevention from active threats as well as the identification and management of menaces to IoT

devices are made better due to ML and DL techniques. Particularly, DL approaches identify

and categorize possible risks present in large data volumes from IoT. Besides, using DL makes

it possible to check for threats throughout the entire IoT system early in the process. Many

researchers have recently designed DL-based approaches [30, 31]. They built their DL-

powered solutions using three types of classifiers: deep neural networks (DNNs), convolutional

neural networks (CNNs) and recurrent neural networks (RNNs). These methods were checked

against two different datasets, CSE-CIC-IDS2018 and InSDN [32].

fxn
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FIGURE 2: NUMEROUS IOT THEMES BASED ON MACHINE LEARNING

TECHNIQUES [33]
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According to the results, RNN presented the highest accuracy for traffic2018 and CNN was

best for the second dataset. Also, Jain et al. applied an intrusion detection system that includes

a neural network to detect and stop suspicious devices in IoT healthcare systems. Applying real

data allowed the study to achieve an accuracy of 99.4% [34].

RELATEDWORK

An NIC also works in a promiscuous mode which means the host will collect any packet, did

the packet belongs there or not. This form of data collection seems to work well and is

convenient for hosts in many circumstances. A method suggested by the author uses a packet

sniffer located on the host NIC to observe and look at incoming packets [23, 24]. DFI

technology is another type of flow monitoring approach. It identifies flow based on the

behavior characteristics of flow. For example, packet length is an important and effective

behavior feature of flow [35, 36]. In a VoIP connection, the packet length of a voice message is

usually between 130 and 220 bytes and the active flow often stays for a long time [37]. Thus, a

DFI mechanism applies specific features compared to normal flow detection approaches.

Afterward, its latter process analyzes the content of data packages and compares them to attack

features stored in a presupposed library. As a result, corresponding hardware or software

modules control access rules and discard unexpected packets [38-42]. The goal of encryption

becomes security as the system operates to duplicate private link operations. The captured

packets on shared or public networks become unreadable until the encryption keys are provided

for decryption. An IOT connection contains private data that has been either encoded or

secured.

Eq (1)

Eq (2)

Lately, feature selection practitioners have turned to metaheuristic algorithms because of their

strong global search skills [43, 44]. Examples of widely adopted metaheuristic algorithms are

Genetic-Algorithm (GA), Particle Swarm Optimization (PSO), Whale Optimization Algorithm

(WOA), Grey Wolf Optimization (GWO), Simulated Annealing and similar. The PSO
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algorithm developed by Kennedy and his colleagues draws ideas from how flocks of birds

respond to each other [45, 46]. Particles model the way birds also hunt and move across a

range to find the best solution. A random group of particles is produced in the search space and

each particle suggests an answer to the problem. Changing their speed enables particles to

choose their path and move a certain distance. When going to a new position, particles use

their own best positions and the best place for the group together to head toward the best

position [47, 48]. As a result, the population as a whole finds out the best possible outcome.

TABLE 1: ANALYSIS OF ML/DL-BASED IOTS APPROACHES

Technique Description Limitations Ref

ANN-based Security

Framework
Adaptability to evolving threats

High computational

demands
[49, 50]

RNN-based Security

Framework

Automated recovery, cost-

effectiveness

Requires SDN

integration
[51,52]

LSTM-based Security

Framework

Minimized false negatives,

scalability
Dataset quality issues [53]

DT-based Security

Framework

Improved trust and

interpretability

Complexity in

implementation
[54, 55]

ANN-based Security

Framework
Adaptability to evolving threats

High computational

demands
[56, 57]

Machine Learning
High accuracy, real-time

detection
Dataset biases [58]

Deep Reinforcement

Learning
Adaptability to evolving threats

High computational

demands
[59,60]

Explainable AI
Improved trust and

interpretability

Complexity in

Implementation
[61, 62]

DBARMechanism
Automated recovery, cost-

effectiveness

Requires SDN

integration
[63]

API Security Framework
Minimized false negatives,

scalability
Dataset quality issues [64]

Autoencoder Models High accuracy, feature extraction Real-time adaptability [65]

Both traditional Q-learning and DQN algorithms can improve performance on Network
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navigation and manipulation when tested on a selected set of benchmark problems [66]. As the

third iteration of the Internet grew, the main idea discussed became the Internet of Things

(IoT). The Medical Internet of Things refers to a set of connected medical tools that support

healthcare by running procedures and providing services [67]. The network recording system

often uses log files for documenting events. An event log and a message log may both be part of

the log. It captures information about users’ activities, and the state of different events and fails

during diagnosis if needed. When you switch on a service, its log file is automatically created.

Since users are concerned about their privacy, these message logs such as those for IRC and

chat, are commonly encrypted by providers. It is traditional to gather information by looking at

event logs.

FIGURE 3: GENERAL FRAMEWORK FOR ML-BASED SECURE IOTS [68]

The logs are made up of operating system logs, Web logs and equipment logs, according to the
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sources. There is no fixed way to format log files. Determining how many log files there are in

every class is more difficult than we can handle. Nevertheless, logs generally have certain

typical features. As an illustration, while a routine is in progress, every line of log information

is written down along with the date, exact time, operator and actions [69]. Log detection

provides another solution for collecting data. The distinction is that, unlike many collection

techniques, log files are usually written to persistent storage. However, log data fills up much

of the system’s memory, has very little information per unit and the file format is often complex.

Existing approaches suggest that automatic and adaptive methods can answer these types of

problems [70].

VULNERABILITY DETECTION AND CLASSIFICATION SYSTEM

Detecting IoT vulnerabilities is made possible by using models that spot the usual appearance

of these vulnerabilities, in a manner familiar to instance-based models based on CVEs and

CWEs. Still, the model could be developed to spot unknown threats in IoT ecosystems by

examining the details and features of packets moving within such systems and then identifying

the vulnerabilities they might bring. The model suggested in [71] might be improved to fit the

IoT ecosystem better. Figure 4 demonstrates that the approach used to spot vulnerabilities in

IoT devices is consistent with that followed in some past studies. Essentially, ML should take

three main actions: prepare the data, make a model and implement the model so that it can

detect and classify different vulnerabilities and attacks.

DATA COLLECTION

Collected data by from NSL-KDD dataset networks that share IOT data with mobiles and

computers; the traffic used in this experiment includes regular use and suspicious traffic used in

potential attacks. Types of data include network traffic, logs, or similar kinds of info. Training a

model means it can learn (define) the best values for all weights and biases by using data that

has been trained before. The strategy depends on the algorithms chosen; for supervised

learning, costs are minimized by ordering many examples and using methods to build a useful

model [72]. Typically, part of the main dataset is used by dividing it into training data and

excused (tested) data for training the predictive model.

DATA PREPROCESSING

The use of ML methods, particularly with heterogeneous data, depends on giving the data a

thorough clean before analysis. It seeks to find errors and correct them using different

machine-learning algorithms. In specific situations, the data have to be cleaned and reformatted.
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What you do at this stage can change the outcome of the whole procedure. Accuracy, balance

and completeness are the elements by which data quality can be judged [73]. Mistakes in this

stage may create major problems for the predictive models. Some of the problems with the data

are simple, including empty columns, duplicated rows and, at times, various types of data. You

should start with screening the data which focuses on correcting every mistake within the

dataset. After that, we need to choose features that will identify the most important inputs.

After that, you transform your data which involves either resizing or grouping your variables.

After that, techniques are put in place to produce new elements using the existing data. The

final stage, less dimensional, is designed to give shorter predictions of the data.

FEATURE EXTRACTION

The goal is to figure out which features from the data are the most valuable for the model

which might be achieved using DL and preparing some useful characteristics for decision

making. In some situations, this part is taken care of by the DL model because it learns to

perform it by itself during training, making DL much simpler to work with than other types of

ML. However, cyber threats are constantly evolving. Sophisticated hacking techniques, data

interception, and identity theft create significant challenges for network security. Additionally,

the increasing rise of surveillance by governments, data collection by corporations, and even

censorship complicate the ability to maintain personal privacy online. The Conv1d sections of

the four suggested models are shown in Fig. 5a and an explanation of their architecture is

provided in Fig. 5b. The Multi-Conv1d is a neural network that applies multi-scale 1D

convolution. Every network layer uses three convolution kernels, each having a different size.

With Conv1d, you can process sequences because the convolution kernels are moved over the

sequence, so it can detect features that vary from small scale to broad scale. Smaller values in

the kernel find more details in the neighborhood, but bigger values find longer patterns. After

pooling operations are used, the data is made less complex by a fully connected layer meant for

classification.

Figure 4 shows the Proposed Framework for ML-based Vulnerability Detection and

Classification System.
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FIGURE 4: PROPOSED FRAMEWORK FOR ML-BASED VULNERABILITY

DETECTION AND CLASSIFICATION SYSTEM

MODEL EVALUATION

This aims to evaluate the trained model using various metrics with predicted models to assess

the quality of the ML model, such as calculating the accuracy, precision, recall, and F1 in these

algorithms to ensure effectiveness.
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FIGURE 5: DEMONSTRATION OF (A) MULTI-CONV1D-SELF-ATTENTION-

HEAD (B) MULTI-CONV1D-HEAD FOR SECURE DATA TRANSFER

Figure 5 shows the Demonstration of (a) Multi-Conv1d-Self-Attention-Head (b) Multi-

Conv1d-Head for Secure data transfer. The research problem centers on understanding and

addressing these growing challenges to network security and privacy. Protocols that not only

ensure secure communication but also protect against emerging threats while maintaining

privacy in the increasingly complex online world. Older devices require firmware upgrades.

Dictionary attacks cracked some systems using SAE during specific deployments. WPA3-

secured networks enabled safe IoT device protection without sacrificing high-speed data speeds.

The development sequence from WEP to WPA3 represents the ongoing transformation of

security technology throughout history. WPA started to resolve WEP's encryption weaknesses,

though it maintained support for obsolete cryptographic methods.

Eq (3)

Eq (4)

The proposed classifier contains i to represent random units of b-layer units and y to represent

the total b-layer units, as shown below in Eq (5) (6) and 7.
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Eq (5)

Eq (6)

Eq (7)

Eq (8)

As shown below in Eq. (9) attacks cracked some systems using SAE during specific

deployments. WPA3-secured networks enabled safe IoT device protection without sacrificing

high-speed data speeds.

Eq (9)

RESULTS AND CLASSIFICATION OF PERFORMANCE

Research has shown us several opportunities for immediate further investigation using network

measurements. To start, focusing on data reduction in data collection means less accurate and

quality data is collected. With big data now the standard, handling vast amounts of data is

where we should start. The majority of current systems have the collectors gather all incoming

network data. Yet, not all of these attributes are necessary for working with or studying the

corresponding data. Because of the limited resources of wireless sensors and the lack of benefit

from data, storing a lot of information is not necessary. We looked into traffic forecasting and

data sampling as part of some schemes we considered. As seen in Table 1 experiments reveal a

study of network faults in a multiple node scenario. Moreover, an effective, accurate and

flexible scheme for selecting samples in the literature is still missing. For this reason, how data

is collected and used is still an open question for ongoing study.

The development sequence from WEP to WPA3 is represented in Eq (10) and Eq (11)

and Eq (12) as the ongoing transformation of security technology throughout history. WPA

started to resolve WEP's encryption weaknesses, though it maintained support for obsolete

cryptographic methods.
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Eq (10)

The introduction of AES encryption into WPA2 created the modern standard but it still

had to overcome new preliminary vulnerabilities discovered in its system. The future wireless

network security solution WPA3 was designed to protect the networks of the forthcoming

years against current real-world cyber threats.

FIGURE 6: COMPARATIVE ANALYSIS OF RENOWNED MODELS WITH THE

PROPOSED MODEL USING NSL-KDD DATA SET

FIGURE 7: COMPARATIVE ANALYSIS OF THE PROPOSED MODEL WITH

CURRENT ML MODELS
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TABLE 1: ANALYSIS OF ML MODEL WITH PROPOSED USING NSL-KDD

DATASET

Parameter CNN LSTM SVM DT RF Proposed

Model

Accuracy 0.3985 0.243 0.144 0.5431 0.1785 0.1785

R² Score 0.3785 0.2785 0.1785 0.3985 0.4321 0.4321

Loss 0.3321 0.2321 0.4321 0.2644 0.1785 0.1785

F-1 Score 0.4785 0.2785 0.485 0.1785 0.4785 0.2785

Specificity 0.6985 0.343 0.51 0.4321 0.6985 0.343

Sensitivity 0.7531 0.255 0.631 0.7531 0.7531 0.255

Delay (ms) 2.340 1.101 1.221 2.341 1.123 0.2112

Detection % 55.2 68.56 50.13 55.2 68.56 70.63

TABLE 2: COMPARATIVE ANALYSIS OF PROPOSED MODEL WITH STANDARD

RESULTS

Reference Normal DOS % Probe % R2L % U2R% Data Rate

[74] 3.198 2.581 3.581 0.3411 3.916 0.64 bps

[75] 2.118 3.1 3.198 0.5431 1.5 0.61 bps

[76] 3.4 2.581 1.41 0.6321 1.1 0.72 bps

[77] 3.198 3.5 3.198 0.7531 1.51 0.83 bps

[78] 1.41 5.1 2.1 0.8451 3.1 0.97 bps

[79] 1.51 1.21 3.1 0.6751 2.51 0.86 bps

[80] 2.41 5.1 3.581 0.3411 3.916 0.64 bps

[81] 6.55 4.21 4.3 0.5431 5.5 0.61 bps

[82] 7.11 5.1 3.581 0.6321 5.1 0.72 bps

[83] 3.8 3.198 2.581 0.7531 1.51 0.83 bps

[84] 4.1 2.118 3.1 0.8451 3.1 0.97 bps

[85] 4.128 3.4 2.581 0.6751 1.51 0.86 bps

[86] 5.7 5.1 3.1 0.3411 7.11 0.64 bps

[87] 6.55 4.21 4.3 0.5431 3.8 0.61 bps

Proposed 7.11 5.1 3.581 0.6321 4.1 0.72 bps
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CONCLUSION AND RECOMMENDATIONS

We offer an approach to intrusion detection that relies on deep neural networks in this paper.

In this article, we have worked with the NSL-KDD dataset which holds information on

malware and five types of network traffic. Better technology is helping things run smoother

and making them simpler to use. Because these models have high energy requirements,

applying them is not easy. Experts think that, as deep learning progresses, it will provide

better malware detection results than using traditional methods. Watching out for certain

trends in malware detection is important as we search for ways to tackle strong cyber hazards.

Handling the problems brought by malicious code will make cyber defense systems better and

easier to use. The Proposed System achieves better results using the NSL-KDD dataset system

than it does with Deep Learning and Machine Learning systems. The approach performs better

than other DL- systems that use the NSL-KDD dataset. The accuracy was 81.2%, Recall was

96.30% and the system earned a Precision of 88%. It successfully counters all types of Active,

passive, DoS, and DDoS attacks. Multi-Conv1d-Self-Attention is the least effective of all the

models studied. Because it has the fewest parameters, running it is possible in places where

system resources are not plentiful. In terms of practical use, the model chosen ought to be

influenced by what resources are available including the performance needs. On the other hand,

it likewise indicates that down the road, we will need to experiment with advanced models that

do more work and need less computing power to make the being able to use intrusion detection

methods.
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report regarding the present study.
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