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This overview explores the relationship between human and machine emotions,
diving into the changing ways we understand feelings in people and artificial
entities. With the progress of technology, machines are now designed to recognize
and respond to human emotions, prompting questions about the authenticity of
these reactions. The study examines how these interactions impact numerous
aspects of society which including personal relationships and workplaces, while
considering the ethical morals involved. The swift explains the challenges and
possibilities of emotionally intelligent machines by connecting natural and
artificial emotions. Unraveling the complexities of human-machine emotional
dynamics and their implications encourages us to have a thoughtful examination of
this evolving landscape for the future. The narrative underscores the significance
of a clear and considerate understanding as society navigates changes in emotional
dynamics, which provides deeper insights into how the relationship between
humans and technology is developing continually. The discussion emphasizes the
need to embrace this change thoughtfully and carefully, which supports a balanced
and informed way of bringing emotionally aware machines into our daily lives.
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INTRODUCTION

The rise in the use of emotionally intelligent machines raises concerns about the potential impact

on authentic human emotional experiences, which emphasizes the need for a thorough

understanding of the underlying dynamics. The research gap in human-machine emotional

interactions identifies that there is a lack of understanding of issues that are related to the ethical,

social, and relationship issues that come with using intelligent machines that can recognize and

respond to human emotions [1]. A study shows that ethical issues related to these machines have

not been given much attention. We need to focus more on ethical considerations regarding these

machines, how they will use consent and public data, and how these machines will not exploit

human emotions. There is limited research on the impact of these machines on personal

relationships that necessitates us to explore challenges and benefits within familial, friendly, and

romantic dynamics. Moreover, there are long-term societal implications, and the factors

influencing genuine perception of an individual’s emotions concerning machine-generated ones

remain underexplored. To fill this gap, there is a need to work in a multidisciplinary approach

that incorporates insights from psychology, ethics, sociology, and human-computer interaction

with longitudinal studies to capture the evolving nature of human-machine emotional

interactions. By addressing all of these gaps, we will contribute to a more understandable

implications of emotionally intelligent machines on individuals and society [2].

Understanding the influence of these interactions on the well-being and mental health is a

key aspect of addressing these research gaps. To fill up these research gaps the future studies

should adopt an approach which is multidisciplinary approach that integrates insights from fields

of psychology, ethics, sociology, and human-computer interaction. Additionally, the longitudinal

studies will be helpful in providing us with more valuable data on the evolving nature of human-

machine emotional interactions over time. By addressing these research gaps, the scholars can

contribute to a more effective and comprehensive understanding of the implications of the

emotionally intelligent machines on individuals, their relationships and society at large [3].

Establishing a connection with the existing studies is crucial for contextualizing the research on

human-machine emotional interactions. Building upon the prior research, the study aims to

contribute to enrich the ongoing discourse that surrounds emotions, technology, and their

intersection with each other. The connection with other studies serves many purposes that

including providing a foundation for the current research and identifying gaps in the literature,

alongside acknowledging the collective knowledge that precedes the study [4]. The study
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connects with existing research in emotional intelligence, which is a field of examining the ability

of perceiving, understanding and regulating emotions in oneself and others. By aligning with

studies in emotional intelligence, the research acknowledges the theoretical frameworks and

psychological principles that underpin the understanding of emotions, both in humans and

potentially in machines. The study aligns with existing research in technology ethics,

particularly focusing on ethical considerations related to artificial intelligence and emotionally

intelligent machines. Connecting with ethical frameworks proposed in prior studies, the research

acknowledges the importance of the ethical guidelines in the development and deployment of the

emotionally intelligent technologies [2] [5]. This connection helps us to situate the study

within the broader ethical discourse surrounding the emerging intelligent technologies. The

connection with the other studies not only acknowledges collective knowledge in relevant fields

but also positions the current research within a broader academic conversation. Building on the

existing studies, the research aims to contribute to the advancement of knowledge in the field of

human-machine emotional interactions while maintaining the recognition of the collaborative

and evolving nature of academic inquiry [3] [6].

OBJECTIVES

The first objective of the study is to systematically analyze the influence of emotionally

intelligent machines on our relationships and investigate emotional dynamics within the realms

of families, friendships, and romantic partnerships, and understand how individuals navigate and

experience emotional connections in the context of these intelligent technologies. The second

objective of the study is to look into the ethical perspective of making and using emotionally

intelligent machines. We have to dig deep into concerns like privacy, getting permission and the

possibility of emotionally manipulating people. Understanding these ethical aspects that we hope

for creating guidelines for making and using these intelligent technologies responsibly [6]. The

third aim of the study is to figure out how people see the difference between real human emotions

and the artificial emotions that machines might show. We have to explore how our minds and

feelings work when we interact with emotionally smart machines. Understanding how people

understand and react to these interactions, we are hopeful to learn more about how humans and

machines deal with emotions together and how we can improve the policies and permissions for

human well-being. The fourth aim of the study is to put together all the things we learn from the

research to give advice on how to make and use emotionally smart machines in a good way. We

want to provide practical tips for the people who build these machines, the ones who make the
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rules, and the researchers involved, based on what we find out during the study. The fifth aim of

the study is to help everyone understand better how humans and machines deal with emotions

together. We want to mix ideas from psychology, ethics, sociology, and how people interact with

computers to get a complete picture. The study aims to have a complete understanding of how

the smart intelligent technology and human emotions work together. The possible solution that

we have is, if we look closely into how people and machines deal with emotions, we'll find

interesting patterns in how individuals see, react, and connect emotionally with smart machines.

Technology is getting better and people can even tell the difference between real human feelings

and what machines show [7]. This is also possible that having clear rules and letting people

know about the potential issues with excessive use of smart devices can help avoid bad effects on

individuals and society at large. To make emotionally smart and intelligent machines better, we

must have to focus on following strong ethical rules from the beginning. This makes sure that

these intelligent machines respect our privacy, get permissions and are clear about how they

handle emotional data. Teaching people more about how these machines work so they can be

smarter about using them and so they protect themselves by evading privacy-related issues. The

study will check if these ideas really work and give us a better understanding of how people and

machines deal with emotions together [8].

Another way to make emotionally smart machines better is to ask the people who will use

them for their opinions. This means talking to users to understand what they like, what makes

them uncomfortable, and what worries them. By listening to what users think, the designers can

make machines that people like more because they fit better with what users want. Also, we could

have programs to teach users more about what these machines can and can't do, and what effects

they might have. This way, users can be more informed about how to use these machines wisely.

By keeping an ongoing conversation between users, designers, and educators, we can make sure

these machines become a part of our lives in a way that works well for everyone. The research

will look into how talking to the users and teaching them more about intelligent machines and

their behavior can make emotionally smart machines better for everyone.

The main idea of this study revolves around a comprehensive exploration of the evolving

landscape of human-machine emotional interactions from a multidimensional perspective. This

research is all about looking closely at how people and intelligent machines deal with our

emotions together. To understand how technology like intelligent machines is recognizing and

responding to the human feelings that affect our relationships, workplaces, and society [9]. The
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study is about figuring out the blurry lines between the real human emotions and what machines

show us. The study will also consider the right and wrong ways to use these intelligent machines

and technology, with the question, how it impacts us. What does society think? and how does

each person see it? By conducting surveys during the study, we will learn a lot about how

emotions and the technology mix together and use that knowledge to guide the fair and

responsible development of emotionally smart machines [10].

AUTHOR’S CONTRIBUTION

The study delves into how our emotions and technology mix together and provides us with

facilities, along with precautionary measures we should use when using these intelligent

machines [1]. The goal of the study is to help create more transparent and effective rules for

making and using emotionally smart and intelligent machines. The findings of the study help us

to understand the challenges and good things about these machines and the recommendations

are like a guide for people, organizations, and those who make rules to use this technology

responsibly. The authors use different perspectives, like psychology, ethics, sociology, and how

people interact with computers, to get a full picture of how emotions and technology mix [4].

This helps us understand this area better. By doing all this, the study also wants to make sure

people know about the effects of emotionally smart machines on relationships, society, and how

we feel. This way, people can use this technology in a smart and informed way in their daily lives

[7]. The study is like a detailed exploration of how emotions and technology come together. It

provides strong evidence-based findings, practical advice, and a well-rounded understanding of

the impacts of emotionally smart machines on individuals and society. The goal is to advance our

knowledge in this field and guide responsible practices in developing and using emotionally

intelligent technologies [11].

LIMITATIONS

Research has been done on how people and machines deal with emotions and here are a few

limitations that we felt and faced during the study. The study may not cover all the different

ways people show emotions and the findings might not be accurate for everyone, as it focuses on

the specific groups [8]. Technology is always changing and so we have to learn with the

evolution of technology. Intelligent machines work on data that is given to them the we have to

figure out how machines will affect society in the long run, as it is tricky because things are

changing quickly [3] [4]. The study relies on what people say about their feelings, and

sometimes people might not share everything truthfully. We tried to be fair and follow ethical
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rules, but there still might be some challenges in how we did the study. Predicting the future of

how people and machines will deal with emotions is hard, and we had limits like time and money

in doing the research. Mixing different ideas from various subjects was helpful, but it also made

things a bit complicated [9]. Lastly, people telling us about their feelings might not always be

completely accurate, and sometimes they might say what they think is expected. Knowing these

limitations helps us understand the study better and think about how to do future research in this

interesting area [12].

LITERATURE REVIEW

Looking at what other researchers have found, we see that they researched how intelligent

machines understand and respond to human emotions. People have explored how intelligent

machines might affect our feelings and relationships and a focus is on whether it is okay to use

these intelligent machines and how we can make sure that they do not misuse our emotions [3].

Many researchers have agreed that we need a clear set of rules for making and using these

intelligent machines to protect our privacy and prevent them from manipulating our emotions in

real life [13]. They have studied how these machines impact our connections with our families

and friends. Some researchers have studied how using these machines a lot can change what we

think is normal in society and how we express our emotions. Furthermore, recent studies

underscores the importance of leveraging big data analytics to enhance firm performance [26] in

an increasingly digitized and emotionally responsive marketplace. Moreover, there's interest in

understanding the emotional effects of spending a lot of time with these machines and whether

people can form strong emotional connections with them that can be harmful to human health

and society [7] [8]. Researchers suggest that combining insights from psychology, ethics,

sociology and how people interact with computers can give us a better understanding of how

these machines and human emotions work together to make technology at an advanced level.

Recent research [27] also reinforces the need for structured, evidence-based models to evaluate

complex constructs, a principle that resonates across disciplines including the emerging field of

emotional intelligence. This literature review provides us with key findings and helps us

understand what others have discovered so far and guides us in the study of the interactions

between people and emotionally intelligent machines [10] [14].

METHODOLOGY

The research goes through the intricate dynamics between human emotions and machine

intelligence that exploring the evolving landscape of emotional interaction within this context.
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As technological advancements enable machines to not only recognize but also respond to human

emotions, a new dimension of inquiry emerges that questions the authenticity of such

interactions. The study closely examines and understands the details of the relationships between

the human emotions and the emotions predicted by intelligent machines, focusing on the impact

on our personal relationships, workplace dynamics and the ethical boundaries [15]. The study

tries to fill the gap between the natural human emotions and the artificial emotional intelligence

of machines; our research aims to shed light on the complexities and potential that lie within the

emotionally intelligent machines. The methodology that we have adopted provides a

comprehensive analysis of the interactions between human and machine emotions that guides us

in thoughtful discourse on the future of these relationships. We aim to contribute to a deeper

understanding and a more refined conversation about the integration of the emotionally

perceptive technology into our lives and how these intelligent beings are making and integrating

into our lives [16].

SIGNIFICANCE OF THIS STUDY

This study teaches us a lot about how machines and people deal with emotions. It looks at how

machines that understand and respond to human feelings can affect our lives and society. By

checking the ethical perspective of these machines, the study helps us to create fair rules for

making and using them. Understanding how these intelligent machines are impacting our

relationships is crucial for people using these interactions in families, friendships, and romantic

lives [14]. Looking forward to the long-term effects of the evolving intelligent machines on

society helps us understand how these machines might change how we all get along with society

and how society works. Understanding how these intelligent and data-driven machines affect our

mental health and emotions over time is also essential to ensure that they have positive effects on

our lives. The study uses many different perspectives, like psychology, ethics, sociology, and

human-computer interaction, to get a full picture of how the technology and emotions mix

together [5] [9]. The goal is to provide guidelines to the people who make these machines, the

ones who make rules and the researchers involved, so we can make sure future technology

respects ethical standards and what society values the most. Overall, this study is significant

because it provides fair practices, improves our relationships, highlights societal impacts, protects

individual well-being, enriches our understanding and gives practical advice for developing

emotionally smart and intelligent machines in the future [17][18].
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RESEARCH DESIGN

This study adopts a Quantitative Research Design to explore the dynamic interplay between

human emotions and machine intelligence. This approach allows us to comprehensively

investigate the emotional interactions between humans and intelligent machines. Gathering the

quantitative data through questionnaires that measure the effectiveness and accuracy of the

machines in recognizing and responding to human emotions and the case studies, the research

aims to construct a holistic view of these types of interactions [19].
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AI PERCEPTION QUANTITATIVE ANALYSIS

FIGURE 1: STUDY METHODOLOGY

We conducted quantitative research to assess the perceptions and experiences of the different

groups, like AI users, AI developers and the general public, regarding the benefits and the

potential improvements they want in the AI technology. Here is the explanation of our

methodology:
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START: The research began with identifying and recruiting the participants from the three key

groups: the AI users, the AI developers, and the general public. These groups likely have diverse

approaches, perspectives and experiences with the AI technology.

USING RESEARCH APPROACH: The chosen research approach is quantitative, as we

gathered numerical data to comprehensively analyze and draw conclusions.

CONDUCTING SURVEYS: Surveys were conducted with the participants to collect data about

their perceptions and experiences with the AI technology. These surveys included questions to

gather detailed narratives about their interactions with AI and possible improvements they

desire to have.

COLLECTING DATA: Responses from the surveys are collected and compiled for the

comprehensive analysis. This step involves gathering the needed amount of data from the

participants.

CHECKING FOR DATA CONSISTENCY: Before our thorough analysis, we reviewed our

collected data to ensure that the collected data is complete and consistent. We checked data for

missing responses, errors and inconsistencies in the collected data and if any kind of error or

inconsistency in the data is found.

RESULTS DOCUMENTATION: We have documented the results of the analysis of the

collected data, which summarizes the findings and key insights derived from the collected data.

COMPARING AND ANALYZING THE RESULTS:We looked at the data that we collected

to find the patterns, trends and key differences in how the different groups of participants viewed

and experienced the things in the survey. We have drawn meaningful conclusions by comparing

the responses and statistical analysis of the data.

DRAWING CONCLUSION: We have drawn the conclusion on the basis of the analysis about

the extent to which AI technology is beneficial and areas for improvement. We synthesized the

findings and discussed the implications for the future development and the implementation of AI

technology.

QUANTITATIVE METHOD

The survey is designed to look at how well the AI systems can understand and respond to the

different human emotions. We look at the aspects, how accurate the responses are. How quickly

does the AI react? And how do the responses affect the people involved? These results help us to

measure how good the AI is at recognizing and dealing with emotions.
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 EFFICIENCY

Effectiveness means how well the AI machines can correctly understand and respond to our

emotions. It looks at the fact that how accurately the technology can pick up on the complex and

often subtle ways people express their feelings. Knowing how well the emotional recognition

systems work is important because it helps us understand what it means to use emotionally

aware machines in everyday life. It also helps start important conversations about ethics and how

these systems affect society. and how should this technology be developed in the future [20].

 EASINESS

Easiness refers to the fact that how simple and comfortable it is for users to interact with the

emotionally intelligent machines. To make sure that the systems are easy to use, the design

engineers set specific goals that are called Key Performance Indicators (KPIs) for each project.

One of the examples is, one KPI might be: "Users should be able to find the 'Search' button

within three seconds after opening the app.". These goals help us to ensure that the technology is

user-friendly, meets user expectations and fits well with both the technical and business needs

[21].

 USER SATISFACTION

In emotionally intelligent machines, user satisfaction is very important and can be achieved in

several ways. One key way is to make sure that the system understands the emotions of the users

and gives guidance to them smoothly through their tasks. The interaction should be so clear and

easy to follow that it helps users to reach their goals without any sort of confusion. When all of

these aspects are handled well, the experience becomes even more enjoyable and users feel more

satisfied with using these systems. This leads us to a better overall experience in the era of digital

era [22].

ATTRACTIVENESS

When the model captures the interest of the users than people are more likely to respond in a

personal way. This stronger engagement can create a more meaningful interaction with

emotionally intelligent systems, which helps make the system easier to use and increases user

satisfaction [23].

 OPERABILITY

Operability is defined as how well an AI machine/software can understand human emotions and

react accordingly [24].
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USABILITY MODEL

FIGURE 2: USABILITY MODEL FOR HUMAN AND MACHINE INTERACTION

Selection & Sampling

The study categorizes participants into diverse groups to capture a broad spectrum of

perspectives on human-machine emotional dynamics:

 INDIVIDUALS INTERACTINGWITH AI SYSTEMS

Participants regularly engage with AI technologies equipped with emotional recognition. This

group helps assess real-world experiences of human-AI emotional interaction.

 AI DEVELOPERS

This segment includes professionals involved in designing AI systems with emotional

intelligence.

 GENERAL PUBLIC

A group representing the lay perspective, providing insights into societal perceptions and

concerns regarding the emotional capabilities of AI.

http://amresearchreview.com/index.php/Journal/about


Annual Methodological Archive Research Review
http://amresearchreview.com/index.php/Journal/about

Volume3, Issue 7 (2025)

297

FIGURE 3: SELECTION AND SAMPLING

QUESTIONNAIRE

The questionnaire is developed with the help of the System Usability Scale (SUS) to gather

effectiveness and user satisfaction attributes of an emotionally intelligent system. In this study, a

five-point grading scale is used from strongly agree to strongly disagree; on the other hand,

midpoint is agreed. The study assessed the ease of use, efficiency, effectiveness, user satisfaction,

attractiveness and operability. A questionnaire was created to figure out the 5 attributes of

human vs machine intelligence from 43 participants. In this study, a five-point grading scale. The

study assessed the ease of use, effectiveness, attractiveness, operability and user satisfaction [25].

1. EFFECTIVENESS

- Emotionally intelligent AI systems enhance user engagement and satisfaction.

- Emotionally intelligent AI systems have the potential to improve mental health support

services.

- Emotionally intelligent AI systems enhance my overall user experience.

2. OPERABILITY

- Collaborations with psychologists and human behavior experts are essential for the effective

development of emotionally intelligent AI.

- Emotionally intelligent AI systems should prioritize transparency regarding their emotional

recognition and response mechanisms.

- The integration of the emotionally intelligent AI into daily life should be approached with
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caution.

3. EASINESS

- The emotionally intelligent AI systems should be programmed so that they prioritize user

privacy and data security.

-The emotionally intelligent AI systems should adapt their responses based on their cultural

differences.

4. ATTRACTIVENESS

- Emotionally intelligent AI systems enhance user engagement and satisfaction.

- Emotionally intelligent AI systems enhance my overall user experience.

- Emotionally intelligent AI systems could significantly impact the future of human relationships.

5. USER SATISFACTION

- I trust the emotionally intelligent AI systems to accurately recognize and respond to human

emotions.

- The emotionally intelligent AI systems could help us to address societal issues such as

loneliness and social isolation.

- The emotionally intelligent AI systems enhance user engagement and satisfaction.

RESULTS & DISCUSSION

EFFECTIVENESS

Effectiveness refers to the ability of machines to accurately recognize and appropriately respond

to human emotions. It involves assessing the degree to which machine algorithms and

technologies can capture the complexity and subtlety of human emotional expressions.

We collected the data from 43 participants and calculated the average of their responses.

The average effectiveness rating of emotionally intelligent machines across the three surveyed

aspects is 75.5%. This indicates that, on average, these machines can accurately recognize and

respond to human emotions about three-fourths of the time. While this is a promising start, there

is room for improvement.

CODE

import matplotlib.pyplot as plt

import seaborn as sns

import pandas as pd

# Effectiveness data

data = {
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"Group": ["Group 1", "Group 2", "Group 3"],

"Effectiveness (%)": [80.46, 68.37, 77.67]

}

df = pd.DataFrame(data)

# Calculate overall average

overall_avg = sum(df["Effectiveness (%)"]) / len(df)

# Create bar plot

plt.figure(figsize=(8, 5))

sns.barplot(data=df, x="Group", y="Effectiveness (%)", palette="Oranges")

plt.axhline(overall_avg, color='blue', linestyle='--', label=f'Overall Avg = {overall_avg:.2f}%')

plt.title("User Effectiveness Rating by Group")

plt.ylabel("Effectiveness (%)")

plt.xlabel("Group")

plt.ylim(0, 100)

plt.legend()

plt.tight_layout()

plt.show()

FIGURE 4: USER EFFECTIVENESS RATING BY GROUPS

173 173/215*100 80.465

147 147/215*100 68.372

167 167/215*100 77.674

http://amresearchreview.com/index.php/Journal/about


Annual Methodological Archive Research Review
http://amresearchreview.com/index.php/Journal/about

Volume3, Issue 7 (2025)

300

Overall Average rating for effectiveness=
80.46 + 68.37 + 77.67

3

Overall Average rating for effectiveness=
226.5

3

Overall Average rating for effectiveness= 75.5%

OPERABILITY

Operability is defined as how well an AI machine/software can understand human emotions and

react accordingly.

The average operability rating is 79.3% which suggests that emotionally intelligent

machines are generally capable of understanding human emotions and reacting accordingly.

However, there are still some areas where these systems may struggle or encounter limitations,

as indicated by the variability in ratings.

175 175/215*100 81.39

170 170/215*100 79.06

167 167/215*100 77.67

Overall Average rating for operability=
81.39 + 79.06 + 77.67

3

Overall Average rating for operability=
238.06

3

Overall Average rating for operability= 79.3%

FIGURE 5: USER OPERABILITY RATING BY GROUPS
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EASINESS

Easiness pertains to the ease with which users can interact with emotionally intelligent machines.

The average easiness rating is 79.2% which reflects users' perceptions of how easy it is to interact

with emotionally intelligent machines. While the overall rating is relatively high, it's essential to

identify areas where improvements can be made to ensure seamless and intuitive user experiences.

175 175/215*100 81.39

166 166/215*100 77.20

Overall Average rating for Easiness=
81.39 + 77.20

2

Overall Average rating for Easiness=
158.59

2

Overall Average rating for Easiness= 79.2%

FIGURE 6: USER EASINESS RATING BY GROUPS

ATTRACTIVENESS

The heightened level of engagement can lead to more meaningful interactions between users and

emotionally intelligent systems, ultimately contributing to improved usability and user

satisfaction.

The average attractiveness rating is 77.5% which indicates the extent to which emotionally

intelligent systems captivate users' interest and engage them in meaningful interactions.
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173 173/215*100 80.46

167 167/215*100 77.67

160 160/215*100 74.41

Overall Average rating for attractiveness=
80.46 + 77.67 + 74.41

3

Overall Average rating for attractiveness=
232.54

3

Overall Average rating for attractiveness= 77.5%

FIGURE 7:USER ATTRACTIVENESS RATING BY GROUPS

USER SATISFACTION

User satisfaction is a pivotal aspect that can be achieved through several means. Firstly, the point

of interaction should seamlessly guide the user through their tasks, ensuring clarity and ease of

navigation by understanding their emotions well.

The average user satisfaction rating is 70.2%. While emotionally intelligent machines are

designed to enhance user experiences, the ratings suggest that there is still work to be done to

meet users' expectations fully.

130 130/215*100 60.46

150 150/215*100 69.76

173 173/215*100 80.46
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Overall Average rating for user satisfaction=
60.46 + 69.76 + 80.46

3

Overall Average rating for user satisfaction==
210.68

3

Overall Average rating for user satisfaction= 70.2%

FIGURE 8:USER SATISFACTION PERCENTAGE BY GROUPS

ANALYSIS OF KEY MATRICES FOR RESEARCH QUESTIONS EVALUATION

FIGURE 9: ANALYSIS OF KEY MATRICES FOR RESEARCH QUESTIONS

EVALUATION
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The study shows that emotionally intelligent machines are getting better at understanding and

reacting to human emotions, scoring an average effectiveness rating of 75.5%. This means they

get it right about three-fourths of the time. However, there's still room for improvement,

especially in making their responses more consistent and reliable. Their operability rating, at

79.3%, suggests they're generally good at understanding emotions and responding accordingly.

But there are still some situations where they struggle or don't perform as well as expected.

Users generally find these machines easy to interact with, as indicated by the 79.2% easiness

rating. However, some areas could be smoothed out to make the user experience even better. In

terms of attractiveness, emotionally intelligent systems score 77.5%, meaning they do a decent

job of engaging users. But there's still potential to make them more appealing and captivating.

Improving user satisfaction requires addressing any issues related to effectiveness, operability,

ease, and attractiveness. Addressing any issues related to effectiveness, operability, ease, and

attractiveness can contribute to higher levels of user satisfaction.

RECOMMENDATION

 Focus on making the emotional recognition and response systems more consistent and

reliable to better understand and respond to human emotions steadily and consistently.

 Enhance ease in the interaction by refining the user interfaces and addressing any usability

issues to run the system smoothly and user-friendly.

 Increase the attractiveness of the emotionally intelligent systems by using more engaging

design and personalized experiences.

 Continuously gather user feedback to improve system designs and improve overall user

satisfaction with emotionally intelligent machines.

CONCLUSION

The results of this research give us useful insights into how users feel about the use of

emotionally intelligent machines in multiple areas. The study looked at five main features: ease of

use, effectiveness, attractiveness, operability and user satisfaction. Users had a positive view of

these intelligent machines. Ease of use and attractiveness were rated highly, which shows users

find the systems easy to interact with and visually appealing. Although effectiveness and

operability scored a bit lower but they still showed strong levels of acceptance and usefulness to

the users. This points to good potential for these intelligent technologies to improve their user

experiences and interactions. There is still room for improvement and more research is needed to
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make sure these systems continue to grow in all of the ways that match the user's needs and

expectations. In summary, this study offers important knowledge about how people interact with

emotionally aware machines and supports ongoing innovation and development in this area.

REFERENCES

1. Picard, R. W. (1997). Affective Computing. MIT Press.

2. Ekman, P. (1999). Basic emotions. In Handbook of cognition and emotion (pp. 45-60). John

Wiley & Sons Ltd.

3. Breazeal, C. (2002). Designing Sociable Robots. MIT Press.

4. Bartneck, C., Kanda, T., Mubin, O., & Al Mahmud, A. (2009). Does the design of a robot

influence its animacy and perceived intelligence? International Journal of Social Robotics, 1(2),

195-204.

5. Reeves, B., & Nass, C. (1996). The Media Equation: How People Treat Computers, Television,

and New Media Like Real People and Places. Cambridge University Press.

6. Dautenhahn, K. (2007). Socially intelligent robots: dimensions of human-robot interaction.

Philosophical Transactions of the Royal Society B: Biological Sciences, 362(1480), 679-704.

7. Picard, R. W. (2000). Affective computing: Challenges. International Journal of Human-

Computer Studies, 52(1), 1-11.

8. Turkle, S. (2011). Alone Together: Why We Expect More from Technology and Less from

Each Other. Basic Books.

9. Nass, C., & Moon, Y. (2000). Machines and Mindlessness: Social Responses to Computers.

Journal of Social Issues, 56(1), 81-103.

10. Nass, C., & Brave, S. (2005). Wired for Speech: How Voice Activates and Advances the

Human-Computer Relationship. MIT Press.

11. Ho, C. C., MacDorman, K. F., & Pramono, Z. A. D. (2008). Human emotion and the uncanny

valley: A GLM, MDS, and ISOMAP analysis of robot video ratings. Proceedings of the IEEE-

RAS International Conference on Humanoid Robots, 36-42.

12. Fong, T., Nourbakhsh, I., & Dautenhahn, K. (2003). A survey of socially interactive robots.

Robotics and Autonomous Systems, 42(3-4), 143-166.

13. Belpaeme, T., Kennedy, J., Ramachandran, A., Scassellati, B., & Tanaka, F. (2018). Social

robots for education: A review. Science Robotics, 3(21), eaat5954.

14. Broadbent, E., Stafford, R., & MacDonald, B. (2009). Acceptance of healthcare robots for the

older population: Review and future directions. International Journal of Social Robotics, 1(4),

http://amresearchreview.com/index.php/Journal/about


Annual Methodological Archive Research Review
http://amresearchreview.com/index.php/Journal/about

Volume3, Issue 7 (2025)

306

319-330.

15. Hamid, K.; Iqbal, M. waseem; Nazir, Z.; Muhammad, H.; Fuzail, Z. Usability Empowered by

User’s Adaptive Features in Smart Phones: The RSM Approach. Tianjin Daxue Xuebao (Ziran

Kexue yu Gongcheng Jishu Ban)/Journal of Tianjin University Science and Technology 2022, 55,

285–304, doi:10.17605/OSF.IO/6RUZ5.

16. Soria-Comas, J., Barberà-Mariné, M., Valero-Rubio, A., & López-Barbeito, B. (2020).

Emotional experiences with robots: a survey study on emotions in human-robot interaction.

Paladyn, Journal of Behavioral Robotics, 11(1), 282-297.

17. Ibrahim, A.; Al-Rajab, M.; Hamid, K.; Aqeel, M.; Muneer, S.; Parveen, M.; Saleem, M.

Usability Evaluation of Kids’ Learning Apps. In Proceedings of the 2023 International

Conference on Business Analytics for Technology and Security (ICBATS); March 2023; pp. 1–10.

18. Hamid, K.; Muhammad, H.; Iqbal, M. waseem; Nazir, A.; shazab; Moneeza, H. Ml-Based Meta

Model Evaluation of Mobile Apps Empowered Usability of Disables. Tianjin Daxue Xuebao

(Ziran Kexue yu Gongcheng Jishu Ban)/Journal of Tianjin University Science and Technology

2023, 56, 50–68.

19. Hoque, M. E., Courgeon, M., Martin, J. C., & Mutlu, B. (2013). Mach: My automated

conversation coach. Proceedings of the 2013 ACM international joint conference on Pervasive

and ubiquitous computing, 697-706.

20. DiPaola, S., & Choi, Y. (2018). Generating Human-like Emotion for Robots: A Survey on

Speech and Facial Expression Analysis. IEEE Transactions on Affective Computing, 9(3), 295-

308.

21. Hamid, K.; Ibrar, M.; Delshadi, A.M.; Hussain, M.; Iqbal, M.W.; Hameed, A.; Noor, M. ML-

Based Meta-Model Usability Evaluation of Mobile Medical Apps. International Journal of

Advanced Computer Science and Applications (IJACSA) 2024, 15,

doi:10.14569/IJACSA.2024.0150104.

22. Muhammad, H.; Basit, M.; Hamid, K.; Iqbal, M. waseem; Shahzad, S.; Muneem, F.; Shaheryar,

M. Usability Impact of Adaptive Culture in Smart Phones; 2022.

23. Iqbal, M.W.; Hamid, K.; Ibrar, M.; Delshadi, A.; Zairah, N.; Mahmood, Y. Meta-Analysis and

Investigation of Usability Attributes for Evaluating Operating Systems. Migration Letters 2024,

21, 1363–1380.

24. Hamid, K.; Muhammad, H.; Iqbal, M. waseem; Bukhari, S.; Nazir, A.; Bhatti, S. ML-Based

Usability Evaluation of Educational Mobile Apps for Grown-Ups and Adults. Jilin Daxue

http://amresearchreview.com/index.php/Journal/about


Annual Methodological Archive Research Review
http://amresearchreview.com/index.php/Journal/about

Volume3, Issue 7 (2025)

307

Xuebao (Gongxueban)/Journal of Jilin University (Engineering and Technology Edition) 2022,

41, 352–370, doi:10.17605/OSF.IO/YJ2E5.

25. Jobin, A., Ienca, M., & Vayena, E. (2019). The global landscape of AI ethics guidelines. Nature

Machine Intelligence, 1(9), 389-399.

26. Rafi, S., & Sulman, M. (2025). Post-Pandemic Insights: Evaluating the Impact of Big Data

Analytics, Circular Economy Practices, and Digital Marketing on Firm Performance. Journal of

Computational Informatics & Business, 2(1), 8-16.

27. Chishti, M. F., Rao, M., Raffat, M. W., & Rafi, S. (2024). Estimating Corporate Risk and

Corporate Value An Application Of Altman's Z-Score On The Kse-30 Index. International

Journal of Contemporary Issues in Social Sciences, 3(2), 2833-2841.

http://amresearchreview.com/index.php/Journal/about

	Emotional Frontiers: Navigating the Interplay betw
	Article DetailsA B S T R A C T
	INTRODUCTION

